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This Product Is Intended to Serve Solely
as an Aid in Continuing Professional Education
 Due to the constantly changing nature of the subject of the materials, this 

product is not appropriate to serve as the sole resource for any tax and 
accounting opinion or return position and must be supplemented for such 
purposes with other current authoritative materials

 The information in this course has been carefully compiled from sources 
believed to be reliable, but its accuracy is not guaranteed

 In addition, Surgent McCoy CPE, LLC, its authors, and its instructors are not 
engaged in rendering legal, accounting, or other professional services and 
will not be held liable for any actions or suits based on this manual or 
comments made during any presentation

 If legal advice or other expert assistance is required, seek the services of a 
competent professional
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A Quick Word on Policy vs. Politics

Many times when discussing accounting, tax and finance policy issues, 
it can be difficult to divorce the politics from the policy

 Today, when discussing the various issues we will encounter over the 
next several hours, let’s agree to keep our own view of politics out of 
the application of the policy and focus on doing the very best we can 
for all our clients

 This goes for religious/faith views as well
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Course Outline

1. AI and Data Ethics in Accounting

2. Leveraging AI for Data Analytics in Accounting
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Chapter 1 AI and Data Ethics
in Accounting

“With great power comes great responsibility”

-As Uncle Ben famously told Peter Parker in Spider-Man, 1962
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Learning Objectives

Understand the fundamental principles of AI ethics and data ethics 
and their relevance to accounting

 Analyze the ethical implications of AI adoption in auditing and 
accounting, with a focus on independence, objectivity, and 
professional skepticism

 Describe the concepts of algorithmic bias and fairness in AI systems 
and develop strategies to mitigate these issues

 Evaluate the regulatory requirements and guidelines from national 
and international bodies regarding AI ethics and data ethics

 Develop strategies for ensuring ethical use of AI in accounting 
practices

© Surgent  |  AIE4/25/V17

Principles of AI 
Ethics and Data 

Ethics

Image generated by OpenAI's DALL·E through ChatGPT
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What Are Ethics?

 Ethics: a system of moral principles that guide human behavior
 Concerned with what is right and wrong

 Involves making choices that impact individuals and society

 Shaped by cultural, social, and personal values

© Surgent  |  AIE4/25/V19

Ethical Dilemma | Trolley Car 
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What Are AI Ethics?

 AI ethics: the principles governing the development and use of AI

 Key principles:
 Fairness: ensuring AI systems do not perpetuate bias or inequality

 Transparency: AI processes should be explainable and understandable

 Accountability: there must be clarity on who is responsible for AI-driven 
decisions

 Privacy: AI should respect and protect user data and privacy rights

 Beneficence: AI should be used to benefit humanity and minimize harm

© Surgent  |  AIE4/25/V112
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Examples of AI Ethics Challenges

 Autonomous vehicles:
 Self-driving cars present complex ethical dilemmas in critical situations

 Example: choosing between hitting a pedestrian or swerving into oncoming 
traffic, potentially causing harm. (Source: Lin, Patrick, 2016.)

 Deepfakes:
 Highly realistic fake videos or audios pose significant ethical challenges

 Potential for misuse: misinformation, defamation, or blackmail. (Source: 
Deepfakes: A Looming Challenge, World Economic Forum, 2019.)

 Job displacement:
 Certain industries may face significant workforce reductions due to 

automation. (Source: Future of Work Report, World Economic Forum, 
2020.)
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Relevance of AI Ethics in Accounting

 Algorithmic bias: 
 Ensuring fairness and equity in AI-driven financial decisions

 Client trust: 
 Maintaining trust through transparent and ethical AI practices

 Professional responsibility: 
 Upholding ethical standards in the development and use of AI tools

 Regulatory compliance: 
 Adhering to data privacy regulations and industry standards

© Surgent  |  AIE4/25/V115

Case Study: Apple Card Gender Bias Incident

Overview: Apple Card faced allegations of gender bias in its credit 
scoring algorithms, leading to lower credit limits for women compared 
to men, despite similar financial profiles

 Steve Wozniak's experience: 
 "The same thing happened to us. We have no separate bank accounts or 

credit cards or assets of any kind. We both have the same high limits on our 
cards, including our AmEx Centurion card. But 10x on the Apple card.” - Tweet 
by @stevewoz, 1:58AM Nov 10, 2019 

Source: https://abcnews.go.com/US/york-probing-apple-card-alleged-gender-discrimination-viral/story?id=66910300
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Case Study: Zillow’s iBuying Program 

 Background on Zillow’s iBuying initiative:
 Launched to streamline home buying and selling using AI and algorithms

 Relied heavily on the “Zestimate” to predict home values

 Issues with Zestimate accuracy:
 Overestimation of home values led to purchasing properties at inflated prices

 Resulted in significant financial losses, forcing Zillow to shut down the iBuying 
program

 Impact and aftermath:
 Zillow incurred losses in the hundreds of millions of dollars

 Laid off 25% of its workforce and closed the Zillow Offers division

© Surgent  |  AIE4/25/V117

Reflection Activity

Image generated by OpenAI's DALL·E through ChatGPT
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Personal Reflection

 Reflect on how you would handle the implementation of AI in your 
current role (5 minutes)

 Guiding questions:
 What ethical issues might arise in your role?

 How would you ensure fairness and avoid bias?

 What operational challenges could you face, and how would you overcome 
them?

 Please share your reflections in the chat

© Surgent  |  AIE4/25/V119

What Are Data Ethics?

 Data ethics: moral principles and guidelines that govern the collection, 
use, and dissemination of data

 Key principles:
 Transparency: being open about data collection and usage

 Accountability: taking responsibility for data management and protection

 Fairness: ensuring data is used equitably and without bias

 Privacy: protecting individuals' rights to control their personal data

 Security: safeguarding data from unauthorized access

© Surgent  |  AIE4/25/V120
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Relevance of Data Ethics in Accounting

 Client data privacy and confidentiality

 Data security and protection

 Data accuracy and integrity

 Data ownership and access

© Surgent  |  AIE4/25/V121

Relevance of Data Ethics in Accounting

 Data breaches and their impact on clients and firms

 Compliance with data privacy regulations (e.g., GDPR, CCPA)

 Ethical dilemmas in data analysis and reporting

 The role of accountants in data governance
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Data Ethics Issues Case Study 1

 Equifax data breach (2017):
 Affected 147 million people

 Exposed sensitive information, including Social Security numbers and 
birthdates

 Ethical implications:
 Poor data protection measures

 Delayed disclosure of the breach to the public

 Consequences:
 Equifax agreed to a $700 million settlement

 Damage to consumer trust in credit reporting agencies

© Surgent  |  AIE4/25/V123

Data Ethics Issues Case Study 2

 Cambridge Analytica scandal (2018):
 Harvested data from up to 87 million Facebook profiles without consent

 Used for political campaign strategies

 Ethical implications:
 Violation of user privacy and data misuse

 Lack of transparency in data usage

 Consequences:
 Facebook faced a $5 billion fine from the FTC

 Initiated global discussions on data privacy regulations
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Relationship Between AI Ethics and Data Ethics

Data EthicsAI Ethics

Fairness 
Transparency
Accountability 
Privacy 

Ethical use of AI 
technologies

Decision-making-
processes

Data lifecycle from 
collection to disposal

Ethical management and 
governance of data
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Connecting AI and Data Ethics in Accounting

 Ethical AI and data practices are essential for:
 Maintaining trust and integrity in financial reporting

 Ensuring compliance with global regulations

 Protecting the reputation of accounting firms and organizations

© Surgent  |  AIE4/25/V126
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Both the Equifax breach and the 
Cambridge Analytica scandal had 
severe consequences for the 
companies involved. What lessons 
do you think other organizations can 
learn from these cases regarding 
ethical data management? How can 
these lessons be applied to prevent 
similar incidents in the future?

Chat Prompt

Ethical 
Implications of AI 
Adoption in the 

Accounting 
Profession

Image generated by OpenAI's DALL·E through ChatGPT
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The Rise of AI in Auditing

 AI adoption in auditing and key benefits:
 Time savings: speeds up audit processes and data analysis

 Increased accuracy: enhances precision in audit tasks

 In-depth insights: provides deeper understanding of business processes

 Enhanced client service: improves service quality and responsiveness

 AI applications in auditing:
 Audit planning: AI assists in risk assessments and strategic planning

 Transactional testing: automates and refines tests of transactions

 Analytics: facilitates comprehensive data analysis and insights

 Audit work-paper preparation: streamlines documentation processes

Source: Munoko, I., Brown-Liburd, H. L., & Vasarhelyi, M. (2020). The Ethical Implications of Using Artificial Intelligence in Auditing.
Journal of Business Ethics, https://doi.org/10.1007/s10551-019-04407-1

© Surgent  |  AIE4/25/V129

Ethical Considerations in AI-Driven Auditing

 Emerging ethical concerns:
 Bias and fairness: risk of AI perpetuating biases in audit judgments

 Transparency: challenges in understanding AI decision-making processes

 Accountability: unclear responsibility for AI-driven decisions

 Regulatory and compliance challenges:
 Evolving standards: need for updated guidelines to govern AI use in audits

 Data privacy: ensuring AI tools comply with data protection regulations

Source: Munoko, I., Brown-Liburd, H. L., & Vasarhelyi, M. (2020). The Ethical Implications of Using Artificial Intelligence in Auditing.
Journal of Business Ethics, https://doi.org/10.1007/s10551-019-04407-1
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Impact on Professional Judgment

 Independence:
 Safeguarding against conflicts of interest in AI-generated analyses

Objectivity:
 Ensuring that AI tools do not compromise the impartiality of auditors and 

accountants

 Professional skepticism:
 Maintaining a questioning mindset, even when AI outputs seem accurate

© Surgent  |  AIE4/25/V131

Independence in AI-Driven Audits

 Potential conflicts:
 AI tools developed by third-party vendors could create conflicts of interest

Maintaining auditor independence:
 Regular assessment of AI tools for biases and conflicts

 Avoiding over-dependence on AI systems to ensure unbiased decision-making

© Surgent  |  AIE4/25/V132
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Independence in AI-Driven Audits Hypothetical Scenario

 Scenario: an audit firm uses an AI tool developed by a company it also 
audits

 Ethical dilemma:
 Independence risk: the audit firm may be biased due to the dual relationship

 Potential bias: the AI tool might favor the company’s interests

Mitigation strategies:
 Use third-party AI tools to ensure impartiality

 Regularly review and audit AI systems to identify and correct biases

© Surgent  |  AIE4/25/V133

Objectivity in AI-enhanced Decision-making

 Challenges to objectivity:
 AI algorithms may embed the biases of their developers, influencing audit 

outcomes

 The complexity of AI may overshadow the auditor’s judgment, leading to over-
reliance on AI outputs

 Ensuring objectivity:
 Incorporate human oversight in to AI-driven processes

 Use AI as a supporting tool rather than a replacement for professional 
judgment

© Surgent  |  AIE4/25/V134
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Objectivity and AI Bias Hypothetical Scenario

 Scenario: an AI system used in auditing consistently flags small 
businesses as higher risk

 Ethical dilemma:
 Bias in AI: the AI system might be biased against certain types of businesses

 Compromised objectivity: auditors may start to question less and accept AI 
findings as accurate

Mitigation strategies:
 Cross-check AI findings with human judgment

 Investigate the data and algorithms used by the AI to ensure fairness

© Surgent  |  AIE4/25/V135

Professional Skepticism and AI

 The risk of overreliance:
 Auditors might over-trust AI outputs, leading to reduced skepticism

 Automation bias can result in auditors missing critical anomalies that AI might 
not detect

 Practicing professional skepticism:
 Continuously question AI findings and validate results with traditional audit 

methods

 Encourage auditors to maintain a critical approach when using AI in audits

© Surgent  |  AIE4/25/V136
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AI-driven auditing tools can 
streamline processes, but they may 
also reduce the role of human 
judgment. How can we ensure that 
professional skepticism and human 
oversight remain integral parts of 
the audit process in an era of 
increasing AI adoption?

Chat Prompt

Understanding 
Algorithmic Bias 

and Fairness in AI 
Systems

Image generated by OpenAI's DALL·E through ChatGPT
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What Is Algorithmic Bias?

 Algorithmic bias occurs when AI systems produce biased outcomes 
due to flawed data or design

 Bias can be intentional or unintentional, often reflecting societal or 
systemic biases

 Types of bias include:
 Data bias: when the training data reflects historical inequalities

 Design bias: when the algorithms are designed without considering fairness

 Outcome bias: when the results of the AI system disproportionately affect 
certain groups

© Surgent  |  AIE4/25/V139

What Is Fairness in AI?

 Fairness in AI aims to ensure that AI systems make decisions 
impartially, without favoritism or prejudice

 Key aspects of fairness include:
 Equal treatment: ensuring that all groups are treated equally by the AI system

 Equitable outcomes: adjusting processes to achieve fair outcomes for 
disadvantaged groups

 Transparency: making the decision-making process of AI systems clear and 
understandable

© Surgent  |  AIE4/25/V140
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Examples of Algorithmic Bias

 Credit scoring: AI systems may lower scores for certain demographics 
due to biased historical data

 Fraud detection: AI tools might flag transactions from minority-owned 
businesses more frequently due to skewed training data

 Hiring practices: AI systems may prefer candidates from certain 
schools or backgrounds, reflecting the biases present in the training 
data

© Surgent  |  AIE4/25/V141

Bias in Fraud Detection Example

 Scenario: an AI fraud detection system flags transactions from a 
minority-owned business more frequently than others

 Key issues:
 Data bias: the system may have been trained on data that underrepresented 

minority-owned businesses

 Outcome bias: the system's decisions disproportionately affect minority-
owned businesses

 Fairness: steps must be taken to ensure the system treats all businesses 
equitably

© Surgent  |  AIE4/25/V142
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Bias in Hiring Practices Example

 Scenario: an AI-driven hiring tool favors candidates from certain 
prestigious universities

 Key issues:
 Design bias: the algorithm may be designed to prioritize certain educational 

backgrounds

 Fairness: this practice could lead to unfair advantages for some candidates 
and disadvantages for others

 Mitigation: adjust the algorithm to consider a wider range of educational and 
professional experiences

© Surgent  |  AIE4/25/V143

Identifying Algorithmic Bias

 Data audits: regularly review and audit the data used to train AI 
systems for bias

Outcome analysis: examine the outcomes of AI decisions to identify 
any disproportionate impacts on certain groups

 Algorithm testing: test AI systems in controlled environments to 
detect any biases before deployment

© Surgent  |  AIE4/25/V144
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Mitigating Algorithmic Bias

 Diverse data sets: use diverse and representative data sets to train AI 
systems

 Bias correction algorithms: implement algorithms designed to detect 
and correct biases in AI systems

 Human oversight: ensure that human judgment is part of the 
decision-making process to catch any biased outcomes

 Regular reassessment: continuously monitor and reassess AI systems 
for bias as they evolve and learn from new data

© Surgent  |  AIE4/25/V145

Importance of Fairness and Vigilance

 Addressing algorithmic bias is important for maintaining the integrity 
of AI systems in accounting

Ongoing vigilance is needed to identify and mitigate bias as AI systems 
evolve

 Fairness should be a guiding principle in all AI-driven decision-making 
processes

© Surgent  |  AIE4/25/V146
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Fairness in AI is often linked to the 
data used to train the system. 
What do you think are the most 
critical factors to consider when 
assessing the fairness of an AI 
system? How can organizations 
ensure that their AI systems are 
trained on data that is 
representative and unbiased? 

Chat Prompt

Regulatory 
Requirements 
and Guidelines 

for AI

Image generated by OpenAI's DALL·E through ChatGPT
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“AI technologies are rapidly outpacing the 
organizational governance and controls that guide their 
use”

-Cathy Coby and Jeanne Boillet at EY

Cobey, C., Strier, K., & Boillet, J. (2018). How do you teach AI the value of trust?; https ://www.ey.com/en_gl/digit al/how-do-you-teach -ai-the-value -of-trust
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GDPR and Its Relevance to AI in US Accounting

Overview: 
 European Union regulation focusing on data protection and privacy

 Applies to all organizations processing data of EU residents, including US firms 
with EU clients or employees

 Key provisions:
 Consent: requires explicit consent for data processing

 Data minimization: limits data collection to what is necessary

 Right to access: individuals have the right to access their data

Why GDPR applies to US accounting firms and companies:
 US firms dealing with EU clients' data must comply

Source: EPRS Study, "The Impact of the GDPR on AI" (2020). EPRS_STU(2020)641530_EN.pdf (europa.eu)
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GDPR and AI

 GDPR is at the forefront of regulating AI, especially where personal 
data is involved

 AI's dependency on data:
 AI systems rely heavily on large datasets for training and operation

 This dependency has led to increased data collection and surveillance 
concerns

 Impact on individuals:
 AI processes personal data to make predictions, which can influence behavior 

and decisions

 Risks include discrimination, social exclusion, and manipulation

Source: EPRS Study, "The Impact of the GDPR on AI" (2020). EPRS_STU(2020)641530_EN.pdf (europa.eu)
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GDPR’s Flexibility and Challenges in AI Integration

 GDPR's applicability to AI:
 Though GDPR doesn’t explicitly mention AI, its provisions are applicable to AI-

related data processing

 Key principles like purpose limitation and data minimization can be adapted to 
fit AI contexts

 Inherent tensions:
 AI's data needs often clash with GDPR’s data protection principles

 However, AI can still comply with GDPR through careful interpretation and 
thoughtful implementation

 Vagueness and uncertainty:
 GDPR's lack of specific guidance on AI leads to compliance challenges

Source: EPRS Study, "The Impact of the GDPR on AI" (2020). EPRS_STU(2020)641530_EN.pdf (europa.eu)
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OECD AI Principles

Overview: international guidelines promoting trustworthy AI

 Key principles:
 Inclusive growth: AI should benefit people and the planet

 Respect for the rule of law: ensure AI systems operate within legal frameworks

 Transparency: AI systems must be transparent and explainable

 Robustness: AI systems must function appropriately and safely

 Accountability: AI actors must be accountable for their systems' functioning 
and impacts

Source: OECD, "Recommendation on Artificial Intelligence" (2024) | https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
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UNESCO Recommendation on the Ethics of AI

Overview: 
 Adopted by UNESCO in 2021, provides a global standard for AI ethics

 Key areas:
 Human rights: protecting and promoting human rights, including privacy, 

freedom of expression, and non-discrimination

 Environmental sustainability: AI should support environmental protection and 
minimize negative ecological impacts

 Inclusiveness: ensures AI development considers diverse cultural perspectives 
and promotes inclusivity

 Living in peaceful, just, and interconnected societies: AI should contribute to 
building peaceful societies by promoting interconnectedness and solidarity

Cited Source: UNESCO, "Recommendation on the Ethics of Artificial Intelligence" (2021). https://unesdoc.unesco.org/ark:/48223/pf0000380455
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UNESCO's Ethical AI Principles

 Ethical impact assessments:
 Required throughout the AI system lifecycle to identify potential risks and 

benefits

 Transparency and accountability:
 AI systems must be transparent, allowing for public oversight and ensuring 

accountability for AI outcomes

 Clear mechanisms for redress and responsibility attribution must be in place

 Public awareness and education:
 Enhance AI literacy through education and training to empower individuals 

and reduce digital divides

 Promote equitable access to AI benefits

Cited Source: UNESCO, "Recommendation on the Ethics of Artificial Intelligence" (2021). https://unesdoc.unesco.org/ark:/48223/pf0000380455
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COSO ERM Framework for AI

 COSO ERM overview:
 The COSO Enterprise Risk Management (ERM) framework provides a 

structured approach to integrating risk management into AI initiatives

 It emphasizes governance, strategy, and performance to help organizations 
maximize the potential of AI while managing risks

 AI transformation:
 AI is revolutionizing business strategies, enhancing efficiency, and driving 

innovation

 The integration of AI requires careful risk management to avoid unintended 
consequences and maximize benefits

Cited Source: COSO, "Realize the Full Potential of Artificial Intelligence" (2021)
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Applying COSO Principles to AI

 Governance and culture:
 Establish clear AI governance structures, with board oversight and ethical 

guidelines

 Foster a risk-aware culture that aligns AI initiatives with organizational values

 Strategy and objective-setting:
 Align AI strategies with business goals, considering risk and exposures

 Evaluate alternative strategies to ensure AI initiatives support long-term 
objectives

 Performance:
 Identify and prioritize AI-related risks

 Implement control measures to manage risks and monitor AI systems

Cited Source: COSO, "Realize the Full Potential of Artificial Intelligence" (2021)
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NIST AI Risk Management Framework

 Purpose and scope:
 The NIST AI Risk Management Framework (AI RMF 1.0) helps companies build 

trust in their AI systems

 Generative AI profile: special rules for AI that creates new content: 
 Controlling how the AI is used

 Knowing where the AI's information comes from

 Testing the AI before it's used

 Handling problems that might happen

Cited Source: NIST AI 600-1, "Artificial Intelligence Risk Management Framework: Generative Artificial Intelligence Profile" (2024)
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NIST Framework | Key Risks Associated with Generative AI

 Confabulation: 
 AI can make up information and present it as fact

 This fake information can mislead people, especially in important areas like 
healthcare

 Data privacy:
 AI systems can collect and use personal information without permission

 AI might uncover private details even when it wasn't supposed to

 Harmful bias and overuse:
 AI can copy unfair biases from the data it's trained on

 Relying too much on a single type of AI can limit different ideas and choices

Cited Source: NIST AI 600-1, "Artificial Intelligence Risk Management Framework: Generative Artificial Intelligence Profile" (2024)
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CCPA (California Consumer Privacy Act)

Overview: California law enhancing privacy rights and consumer 
protection

 Key provisions:
 Right to know: consumers have the right to know what personal data is 

collected

 Right to delete: consumers can request deletion of their personal data

 Non-discrimination: consumers must not be discriminated against exercising 
their privacy rights

 Relevance to accounting:
 Example: public accounting firms with clients in California must comply with 

CCPA

Cited Source: IBM Blog, "What to Know About CCPA AI Automation Regulations" (2024). Link
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Overview of California's Draft AI and ADMT Regulations

Overview of CPPA's draft regulations:
 In November 2023, the California Privacy Protection Agency (CPPA) introduced 

draft regulations for AI and automated decision-making technology (ADMT)

 These regulations aim to protect consumers by overseeing how businesses 
use AI to make significant decisions

 Potential nationwide impact:
 Given California's influence, these regulations could shape AI governance 

beyond state borders

 Organizations should monitor these developments to prepare for potential 
compliance requirements

Cited Source: IBM Blog, "What to Know About CCPA AI Automation Regulations" (2024). Link
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Key Requirements of CCPA’s Draft Regulations

 Core requirements for businesses:
 Pre-use notices: businesses must issue clear, detailed notices to consumers 

before using ADMT

 Opt-out rights: consumers must be given the option to opt out of ADMT use, 
with simple and accessible methods

 Access rights: consumers have the right to access information about how 
ADMT affects them, including decisions made and the logic behind them

 Exemptions and enforcement:
 Certain uses of ADMT, such as for safety or fraud prevention, are exempt from 

opt-out rights

 Enforcement could lead to significant fines for non-compliance, up to 7,500 
USD per intentional violation

Cited Source: IBM Blog, "What to Know About CCPA AI Automation Regulations" (2024). Link
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Deloitte’s Trustworthy AITM Framework

Fair and 
impartial

Transparent 
and 

explainable

Responsible 
and 

accountable

Robust and 
reliable

Private

Safe and 
secure

Source: Adapted from Deloitte’s Trustworthy AITM Framework
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The Role of Professional Bodies

 Professional bodies like AICPA, ICAEW, and IFAC provide additional 
guidelines

 Focus areas:
 Ethical Use of AI: promoting ethical AI practices among members

 Continuing education: offering training on AI ethics

 Compliance support: assisting firms in complying with AI and data ethics 
regulations

 Relevance to accounting:
 Example: AICPA’s initiatives to educate CPAs on AI ethics
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What do you think could happen 
if there were no guidelines or 
regulations for AI? How might this 
affect businesses, customers, or 
even society as a whole?

Chat Prompt

Strategies for 
Ethical AI Use in 

Accounting 

Image generated by OpenAI's DALL·E through ChatGPT
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Importance of Ethical AI Frameworks

 Provides a structured approach to AI development and deployment

 Aligns with organizational values and goals

Mitigates ethical risks and builds trust

 Enhances decision-making and accountability
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Key Components of an Ethical AI Framework

 AI ethics committee: 
 Establish a dedicated group to oversee AI ethics

 Regular audits: 
 Conduct frequent reviews of AI systems for compliance with ethical standards

 Stakeholder engagement: 
 Involve clients, regulators, and other stakeholders in AI governance
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Key Components of an Ethical AI Framework

 Risk assessment: identify potential ethical risks associated with AI 
systems

 Bias mitigation: develop strategies to address biases in data and 
algorithms

 Transparency and explainability: ensure AI decisions are 
understandable and justifiable

 Privacy and security: protect sensitive data and maintain 
confidentiality

 Accountability: establish clear roles and responsibilities for AI-related 
decisions
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Tools for Ethical AI Implementation

 AI Fairness 360 Toolkit: tools for detecting and mitigating bias in AI 
models

 Explainable AI (XAI): techniques that make AI decisions transparent 
and understandable

 Data privacy tools: ensuring compliance with regulations like GDPR 
and CCPA

 Bias assessment tools: continuous monitoring for bias in AI outputs
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Steps for Developing Your Ethical AI Strategy

 Assess current AI practices: identify areas where AI is currently used 
and evaluate their ethical implications

 Implement ethical frameworks: apply frameworks like Responsible AI 
by Design and Ethical AI Governance

 Engage stakeholders: involve clients, regulators, and employees in 
developing and refining AI strategies

 Continuous monitoring: regularly audit AI systems to ensure ongoing 
ethical compliance

 Training and awareness: educate your team on AI ethics and the 
importance of maintaining ethical standards
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Key Takeaways

 Ethical AI is essential for maintaining trust and integrity in accounting

 Frameworks and tools are available to help ensure ethical AI use

 Continuous vigilance and stakeholder engagement are key to 
successful implementation
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How would you practically 
implement an ethical AI 
framework in your accounting 
practice, considering the key 
components we've discussed? 
What real-world challenges might 
you face, and how would you 
address them to ensure ethical AI 
usage?

Chat Prompt

Learning Objectives

Understand the fundamental principles of AI ethics and data ethics 
and their relevance to accounting

 Analyze the ethical implications of AI adoption in auditing and 
accounting, with a focus on independence, objectivity, and 
professional skepticism

 Describe the concepts of algorithmic bias and fairness in AI systems 
and develop strategies to mitigate these issues

 Evaluate the regulatory requirements and guidelines from national 
and international bodies regarding AI ethics and data ethics

 Develop strategies for ensuring ethical use of AI in accounting 
practices
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Chapter 2 Leveraging AI for Data 
Analytics in Accounting

“AI is the new electricity. It will transform every industry 
and create huge economic value”

Andrew Ng, Founder of DeepLearning.AI and Adjunct Professor at Stanford University
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Learning Objectives

Understand the role of AI in transforming data analytics processes

 Identify AI tools and techniques for improving data analysis accuracy 
and efficiency

 Explore case studies on successful AI implementations for data 
analytics

 Develop skills in using AI-powered tools to optimize analytics 
processes
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Role of AI in 
Transforming 
Data Analytics

Image generated by OpenAI's DALL·E through ChatGPT
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What Is Data Analytics?

 Data analytics involves examining raw data to draw meaningful 
insights, trends, and patterns that can inform decision-making:
 Descriptive analytics

 Diagnostic analytics

 Predictive analytics

 Prescriptive analytics
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AI's Role in Enhancing Data Analytics

 AI adoption in analytics:
 Increasing interaction: AI is rapidly changing how business users interact with 

analytics platforms, enhancing decision-making

 Augmented analytics: AI-driven features like natural language processing 
(NLP) and machine learning (ML) are making analytics more accessible to non-
technical users

User empowerment:
 Democratization of analytics: AI allows users at all levels to gain insights, 

breaking down barriers between content creators and consumers

 Workflow integration: AI ensures that insights are aligned with users' 
workflows, improving relevance and application

Source: Gartner, "Predicts 2024: How Artificial Intelligence Will Impact Analytics Users"
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AI Enhances the Data Analytics Process 

Data Collection

• AI automates data 
gathering from various 
sources

Data Preparation

• AI cleans and 
normalizes data 
automatically

Data Analysis

• AI applies machine 
learning models to 
detect patterns

Data Visualization

• AI assists with 
generating visual 
representations of data

Decision-making

• AI supports decision-
making by providing 
actionable insights
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Generative AI

 Automated financial report 
generation

 Intelligent data visualization 
creation

 Scenario modeling and 
simulation

Natural language queries for 
financial data

Non-generative AI

 Anomaly detection in 
transactions

 Automated journal entry 
classification

 Risk assessment and fraud 
detection

 Predictive analytics for financial 
forecasting

GenAI and Non-genAI for Data Analytics

© Surgent  |  AIE4/25/V182

81

82



AI for Data Collection

 Key benefits:
 Efficiency: automate data extraction from various sources

 Accuracy: reduce errors in data entry and transcription

 Completeness: gather data from unstructured sources like emails

 Cost-effectiveness: minimize manual labor and time spent on data collection

 Data sources:
 Structured data: databases, spreadsheets, and financial reports

 Unstructured data: text documents, emails, social media posts, and images

 Real-time data: web scraping, APIs, and data feeds
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AI for Data Preparation

 Key benefits of using AI for data preparation:
 Efficiency: automate data cleaning, transformation, and integration tasks

 Accuracy: reduce errors and inconsistencies in the data

 Completeness: handle missing or incomplete data

 Consistency: ensure data uniformity across different sources

 Data preparation tasks assisted by AI:
 Data cleaning: identifying and correcting errors, inconsistencies, and outliers

 Data transformation: converting data into a suitable format for analysis

 Data integration: combining data from multiple sources into a unified dataset

 Data imputation: filling in missing values with estimated values
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Data Generation with GenAI

 Automating data creation:
 Synthetic data generation: generative AI can create synthetic data that mimics 

real-world financial datasets

 Testing and validation: use synthetic data to test financial models and audit 
tools without compromising real client data

Use case:
 Generating synthetic datasets to simulate various financial scenarios

 Testing the robustness of financial forecasting models with varied data 
conditions
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Generative AI for Data Augmentation

 Enhancing existing data:
 Data augmentation techniques: use generative AI to augment existing 

financial data by creating variations that expand the dataset

 Improving model performance: augmented data helps in training more robust 
financial models by introducing slight variations that represent potential real-
world anomalies

Use case:
 Augmenting existing datasets with slight modifications to improve predictive 

accuracy

 Generating multiple versions of financial statements with varying levels of 
detail for auditing practice
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Querying Databases with GenAI

 Simplify complex queries:
 AI allows users to formulate complex queries in natural language

Optimize database interactions:
 AI optimizes queries to ensure faster response times and efficient database 

performance

 Adapts to evolving data structures:
 GenAI adapts to changes in data structure, ensuring that queries remain 

accurate and effective even as databases evolve

 Empowers Q&A models:
 Allow users to interact with databases using natural language, making data 

retrieval more intuitive
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AI-powered Data Analysis

 Key benefits of using AI for data analysis: 
 Efficiency: automate data analysis tasks and accelerate insights

 Accuracy: improve the accuracy of data analysis models

 Complexity: handle complex datasets and identify hidden patterns

 Data analysis tasks assisted by AI:
 Descriptive analysis: summarize and describe data characteristics

 Diagnostic analysis: identify the root causes of trends and anomalies

 Predictive analysis: forecast future trends and outcomes

 Prescriptive analysis: recommend actions based on data-driven insights
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Enhancing Data Visualizations with AI

 Key benefits of using AI for data visualizations:
 Efficiency: automate the creation of visualizations

 Clarity: create visualizations that are more visually appealing and 
understandable

 Customization: tailor visualizations to specific audience needs and preferences

 Innovation: explore new visualization techniques and approaches
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AI-powered Decision-making

 Key benefits:
 Efficiency: real-time analysis and automation of routine tasks

 Accuracy: error detection and correction

 Proactivity: identify potential risks and opportunities before they occur

 Innovation: generate new ideas and strategies based on data analysis

 Decision-making tasks assisted by AI:
 Predictive analytics: forecast future trends and outcomes

 Prescriptive analytics: recommend optimal courses of action

 Scenario planning: simulate different scenarios and evaluate potential 
outcomes

 Risk assessment: identify and assess potential risks
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AI Tools and 
Techniques for 
Data Analytics

Image generated by OpenAI's DALL·E through ChatGPT

ChatGPT for Data Analytics

Natural language processing: ChatGPT 4.0 uses advanced NLP to 
analyze large datasets, generating summaries, extracting insights, and 
assisting in data-driven decision-making

 Automation of repetitive tasks: ChatGPT 4.0 can automate tasks such 
as creating reports, responding to data queries, and even generating 
code for data analysis
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Alteryx AiDIN for Enhanced Analytics

 Integrated AI and analytics: Alteryx AiDIN combines AI, machine 
learning, and generative AI to enhance analytics workflows, making it 
easier to discover new patterns in data

 AI-powered automation: automates data preparation, cleaning, and 
transformation processes, allowing users to focus on more strategic 
tasks
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DataRobot for Predictive and Generative Analytics

 End-to-end AI platform: DataRobot provides a comprehensive 
platform for both predictive and generative AI, enabling organizations 
to build, deploy, and manage AI models

 Generative AI applications: facilitates the creation of sophisticated AI 
applications, such as automated insights generation and predictive 
modeling
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Data Visualization Tools

 Tableau:
 Industry-leading tool for creating interactive and shareable dashboards

 Offers robust data integration with a wide range of sources

 Power BI:
 Microsoft's powerful business analytics tool for visualizing data

 Integrates seamlessly with Excel and other Microsoft products

 Google Looker Studio:
 Provides customizable and shareable reports using data from multiple sources

 Ideal for integrating with Google Analytics and other Google services
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Statistical Analysis Tools

 R:
 Open-source programming language tailored for statistical computing

 Extensive library of packages for data analysis and visualization

 SAS:
 Offers a wide range of statistical procedures

 Can integrate with other software systems, such as ERP and CRM applications

 Python:
 Widely used for data science, with powerful libraries like Pandas, NumPy, and 

Matplotlib

 Highly flexible, allowing integration with various data analysis and 
visualization tools
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Machine Learning Platforms

 Google Cloud AI Platform:
 Provides a suite of machine learning tools and services

 Supports end-to-end machine learning workflows, from training to 
deployment

 AWS:
 Offers a comprehensive set of machine learning services, including SageMaker

 Scalable and integrates well with other AWS services for robust analytics

 IBM Watson Studio:
 Offers tools for building, training, and deploying machine learning models

 Azure Machine Learning:
 Microsoft's cloud service for training, deploying, and managing ML models
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Financial Modeling Tools

 Excel:
 The industry standard for financial modeling with powerful built-in functions

 Ideal for scenario analysis, forecasting, and data modeling

Workday Adaptive Planning:
 Cloud-based AI-powered tool for financial planning and modeling

 User-friendly interactive and robust analytics platform

 Anaplan:
 Provides a connected planning platform that supports complex financial 

modeling
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AI Tools for Automated Accounting

QuickBooks:
 Intuit Assist can help generate insights about business operations

 Provide recommendations to meet revenue goals

 Xero:
 AI-powered bank reconciliations

 AI-driven invoicing and expense management

 Sage Intacct:
 Rectify errors and unusual transactions instantly

 Capture more billable hours
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Case Studies on 
Successful AI 

Implementations 
for Data Analytics

Image generated by OpenAI's DALL·E through ChatGPT
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Walmart's Use of GenAI for Predictive Modeling

 Generative AI for customer search: 
 Introduced generative AI search features that provide more accurate and 

personalized search results, improving user satisfaction and engagement

 AI-powered inventory replenishment: 
 Automated shopping carts for frequently ordered items, adjusted in real time 

to changing customer needs

Operational efficiency: 
 Enhances inventory management, reduces labor-intensive tasks, and improves 

customer engagement

 Aligns with Walmart's vision of "adaptive retail," blending online and in-store 
experiences

Source: Perez, S. (2024, January 9). Walmart debuts generative AI search and AI replenishment features at CES. TechCrunch.
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J.P. Morgan’s Use of GenAI in Financial Data Analysis

 Fraud detection: 
 GenAI analyzes vast amounts of financial data to identify patterns and 

anomalies, helping to detect potential fraud

 Efficiency gains: 
 AI-powered models reduce false positives, optimize queue management, and 

lower fraud levels, improving customer experience

 Payment Validation: 
 Generative AI enhances payment validation screening, cutting account 

validation rejection rates by 15-20%

 Client insights: 
 AI automatically generates insights for clients, such as cashflow analysis

Source: “How AI will make payments more efficient and reduce fraud,” J.P. Morgan, November 2023
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Citi's Use of Generative AI in Finance

 Key uses of GenAI at Citi:
 Predicting future financial performance

 Assessing market risks

 Optimizing investment strategies

 Impact on banking:
 $2 Trillion in profits: AI could increase industry profits by 9% by 2028

 Productivity gains: automation of routine tasks and streamlining operations

 Talent and governance: growth in compliance roles; ongoing demand for AI 
talent

Source: “Citi Publishes New Report on AI in Finance,” Citi Press Release, June 2024
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Generative AI in Investment

Massive investment: 
 Surge in investments, especially in silicon, data centers, and AI hardware, with 

an estimated $1 trillion in capital expenditures over the coming years

 Early returns: 
 Some companies are already seeing tangible returns from AI, particularly in 

areas like recommendation engines and advertising revenue

 Tech giants leading the charge: 
 A handful of major tech firms (Meta, Google, OpenAI) are driving innovation, 

with significant competition to develop the best foundational models

 ROI and long-term impact: 
 Growing confidence that AI will drive significant, long-term changes

Source: Goldman Sachs Asset Management, "Will the $1 trillion of generative AI investment pay off?" August 5, 2024.
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Develop Skills 
Using AI-powered 
Tools to Optimize 

Data Analytics 
Processes

Image generated by OpenAI's DALL·E through ChatGPT

ChatGPT: The Fastest to 1 Million Users

Source: Chart created using ChatGPT by OpenAI
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Python Code Behind the Graph

My prompt: generate a 
bar chart that shows 
how ChatGPT reached 1 
million users faster than 
any other online 
application

Source: Python code created using ChatGPT by OpenAI
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Hands-on Lab: ChatGPT for Data Analytics

Objective: develop skills in data analysis and visualization using AI-
powered tools (ChatGPT 4.0) to analyze and visualize the provided 
dataset

Materials needed:
 The dataset (superstore training dataset.csv)

 Access to ChatGPT 4.0 (free version) and Microsoft Excel

 Time frame: 
 Total duration - 60 minutes
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Reflection Activity

Image generated by OpenAI's DALL·E through ChatGPT

How did using ChatGPT for data 
analysis compare to your typical 
Excel-based approach in terms of 
efficiency and accuracy? Were there 
any particular tasks where ChatGPT 
significantly outperformed or 
underperformed?

Chat Prompt
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Learning Objectives

Understand the role of AI in transforming data analytics processes

 Identify AI tools and techniques for improving data analysis accuracy 
and efficiency

 Explore case studies on successful AI implementations for data 
analytics

 Develop skills in using AI-powered tools to optimize analytics 
processes
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Thank you!
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